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Generative AI is reshaping the world but there are 
associated data security risks..  

User creates document without 

proper access controls making it 

easy for other users to reference 

it in Copilot

Data oversharing by 

negligent insider

User asks generative AI to find 

information on a secret project 

and leaks it to the press for 

personal gain

Data leak by 

disgruntled insider

User negligently shares 

sensitive data in consumer 

generative AI apps

Data leak by 

negligent insider



Microsoft Purview
Integrated solutions to secure & govern your entire data estate

DATA  S E C U R I T Y

Secure data across its lifecycle, 

wherever it lives

Information Protection

Data Loss Prevention

Insider Risk Management

Data Security Posture Management

DATA  G O V E R N A NC E

Responsibly unlock value 

creation from data

Data Discovery

Data Quality

Data Curation

Data Estate Insights

DATA  CO M P L I A N C E

Manage critical risks and 

regulatory requirements

Compliance Manager

eDiscovery and Audit

Communication Compliance

Data Lifecycle Management

Records Management

Unstructured & Structured data Traditional and AI generated data Microsoft 365 and Multi-cloud

Shared platform capabilities
Data Map, Data Classification, Data Labels, Audit, Data Connectors



Integrated solutions to secure & govern your entire data estate 

Microsoft Purview
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Actions you can take to secure and govern AI apps

Discover Protect Govern

AI risks associated 
with data, access, 

and AI apps

AI and sensitive data 
with end-to-end 

security

AI usage to comply 
with regulatory and 

code-of-conduct 
policies



Actions you can take to secure and govern AI apps

Discover Protect Govern

AI risks associated 
with data, access, 

and AI apps



What types of GenAI apps 
are being used in your 

organizations? 

Who’s using GenAI in your organization and 
how is access being governed? 

Discover AI risks associated with data, access, and AI apps 

JP G

Are outputs and 
interactions 

protected and 
well-governed?

AI
apps

What type of 
sensitive data 
is flowing in



Data Security Posture Management for AI

Data security and compliance for the era of AI



Microsoft Purview



Microsoft Purview
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Actions you can take to secure and govern AI apps

Discover Protect Govern

AI and sensitive data 
with end-to-end 

security



Protect sensitive data used by AI apps

Automatically discover, classify 
and label sensitive data, and 
prevent its unauthorized use 
across apps, services, and devices. 

Understand the user intent and 
context around the use of 
sensitive data to identify the most 
critical risks

Enable Adaptive Protection to 
assign high-risk users to appropriate 
DLP, Data Lifecycle Management, and 
Entra Conditional Access policies

Data Loss 
Prevention

Information 
Protection

ADAPTIVE PROTECTION

Insider Risk 
Management

Support for all data – hybrid, Cloud, SaaS, and devices | Partner ecosystem



Information Protection



Label Inheritance
Generated artifacts such as chat or files must inherit the most sensitive label from referenced content.

Label Inheritance
Generated artifacts such as chat or files 
must inherit the most sensitive label from 
referenced content.



Label Visibility
Chats referencing labeled information must display the label to the user.

Label Visibility
Chats referencing labeled information 
must display the label to the user.



Copilot 
generated 
content inherits 
the sensitivity 
label of 
referenced files

Generated contents inherit 

the sensitivity label from 

the source documents.

Data protection stakeholders define a set of labels.

Users see and apply these labels.



Data Loss Prevention



Policies



Create Policy



Create rule  





Insider Risk Management



Demo



Demo















Actions you can take to secure and govern AI apps

Discover Protect Govern

AI usage to comply 
with regulatory and 

code-of-conduct 
policies



Govern AI usage to comply with regulatory and code-
of-conduct policies

Assess, implement, and strength 
compliance against AI regulations 
and standards – EU AI Act, NIST AI 

RMF, ISO 42001, and more

Detect regulatory or code of 
conduct violations in AI – 

Violence, hate, self-harm, sexual, 
unauthorized disclosure, 

regulatory collusion, gift & 
entertainment, etc. 

Manage data lifecycle of AI 
interactions and investigate 

potential incidents – Configurable 
retention policy for AI interactions, 

activities logs, eDiscovery

John Doe project obsidian|



Compliance Manager



Microsoft Purview Compliance Manager can assess organization’s compliance to AI regulations



eDiscovery Premium



PromptPrompt

When investigating an incident, Microsoft Purview eDiscovery will show the exact user prompt …



… and the exact response from Copilot for Microsoft 365



Microsoft Partner 
Security Day

Praha, 11. 2. 2025
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